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Abstract

To overcome some limitations of the classical cross correlation based PIV analysis, such as the spatial resolution being determined by the final interrogation window size, researchers have been exploring the Optical Flow (OF) method. This technique relies on the apparent movement of the recorded brightness patterns caused by illuminated particles in a flow. The OF method implemented for the present study is based on a variational flow estimate making use of an additional smoothness constraint. In the implementation of the OF method the a priori numerical values of the (i) smoothness weight factor and (ii) the influence of preprocessing filters homogenizing local intensity variations throughout the recorded images are not well known. An assessment of these parameters requires knowledge of the underlying velocity field. Consequently, two synthetically generated images pair sets are used to have a complete analytical solution available for comparison. It will be shown that a distinct optimum for the smoothness weight factor can be found for which the calculated error measures are minimized and that the intensity normalization prior to the OF application is of utmost importance.

1 Introduction

Since the classical cross correlation based PIV analysis suffers from some fundamental limitations such as (i) the spatial resolution of the estimated velocity field being determined and limited by the final interrogation window size, (ii) the relative movement of the particles in an interrogation window with respect to each other is assumed to be negligible, (iii) the motion estimate being carried out regardless of the spatial context [10] and (iv) the sensitivity of the cross-correlation based PIV method to optical distortions subject to the experimental setup, researchers have been exploring alternative analysis methods. One such method is the Optical Flow method (OF).

In the implementation of the OF method the a priori numerical values of certain user adjustable parameters are not known. The most prominent among these parameters is the smoothness weight factor which relates the error introduced by the smoothness constraint with the error introduced by non ideal recording conditions resulting in local intensity variations. Other parameters include the number of pyramid and scale levels and the use of preprocessing filters homogenizing the intensity variations throughout the recorded images. The well-founded selection of these parameters, however, require prior knowledge of the underlying velocity field. Consequently, two data sets are examined. In each data set, image pairs are synthetically generated so as to each have a complete analytical solution available. One series is comprised of images published by the Visual Society of Japan [9], whereas the other series is based on Large-Eddy-Simulations (LES) performed for isokinetic mixing experiments in a square channel. The objective of this paper is to systematically examine the influence of the (a) smoothness weight factor and
of the (b) preprocessing filters normalizing local intensity variations common for PIV recordings on the error budget.

In the next section, we give a brief introduction into the OF method implemented. This is followed by a description of the image sets used (sect. 3) and an explanation of the intensity normalization applied (sect. 4). After the introduction of the error measures used (sect. 5) we discuss the benchmark calculations on the basis of the two image sets and bring the results in perspective with the classical PIV cross correlation approach (sect. 6). We conclude in sect. 7 with possible improvements of the OF approach.

2 Optical Flow Principles

The method considered here is the Optical Flow (OF) method as reported in [4]. This technique relies on the apparent movement of the recorded brightness patterns caused by illuminated particles in a flow. Let \( I(i, j, t) \) denote the gray value at location \((i, j)\) and time \(t\) in the image plane with dimensions \(m \times n\), \(i \in [1 \ m]\) and \(j \in [1 \ n]\). If the brightness of a particular point remains constant when ‘moved’ by the local apparent velocity components \(u = di/dt\) and \(v = dj/dt\) during a small time instance \(dt\) to another location \((i + di, j + dj)\) between the recording of image pairs, i. e. \(I(i, j, t) = I(i + di, j + dj, t + dt)\), the substantial derivative for the intensity – the brightness transport equation – can be written as:

\[
\frac{DI}{Dt} = 0 = \frac{\partial I}{\partial t} dt + \frac{\partial I}{\partial i} di dt + \frac{\partial I}{\partial j} dj dt = I_t u + I_j v + I_t
\]  

(1)

Since the velocity vector has two components \((u, v)\), whereas the change in brightness at a point provides only one constraint, an additional condition is necessary to solve eq. (1). Based on the assumption that neighboring points have similar velocities, a smoothness constraint is introduced ([4] and [10]) such that the spatial velocity gradients

\[
|\nabla u|^2 = \left( \frac{\partial u}{\partial i} \right)^2 + \left( \frac{\partial u}{\partial j} \right)^2 \quad \text{and} \quad |\nabla v|^2 = \left( \frac{\partial v}{\partial i} \right)^2 + \left( \frac{\partial v}{\partial j} \right)^2
\]  

(2)

will be minimized. For a real recording system the intensity does not remain constant and the conditions for the velocity field solving eq. (1), will be relaxed such that the problem posed is to minimize the sum

Figure 1: Schematic of the OF method using three Gaussian pyramid levels (PL) and three scale levels (SL). The original image (PL1, SL3) has a resolution of 256x256.
of errors for the brightness transport equation $E_B$ and the departure from smoothness $E_C^2$, i.e.

$$E_B = I_i u + I_j v + I_t$$

$$E_C^2 = |\Delta u|^2 + |\Delta v|^2$$

which results in minimizing the total error $E$ with the weighting factor $\alpha^2$:

$$E = \int \int \{ E_B^2 + \alpha^2 E_C^2 \} \, d\omega d\gamma$$

while finding a suitable velocity field. The OF method implemented for the present study is combined with a Gaussian pyramid level (PL) and an additional scale level (SL) representation of the images (Fig. 1) to overcome spatial aliasing issues as described in [10] and [6]. The Gaussian pyramid levels [5] are calculated starting with the original image by repeatedly downsampling, i.e. for each pyramid level the spatial resolution is reduced by a factor of two, Fig. 1. To avoid Moiré-effects (spatial aliasing) during the calculation of the PL, a spatial low-pass filter having a cut-off frequency of $\pi/2$ is applied each time in advance. On each PL additional SL are calculated again using Gaussian filters with cut-off frequencies linearly varied in the range $[\pi/2, \pi]$ over the SL. For a given PL, this results again in a coarse-to-fine image sequence. The initial velocity field estimate is then calculated with the OF method for the coarsest image pair PL3, SL1 and successively refined (PL3, SL1 → PL3, SL2 → PL3, SL3) until the original image (PL1, SL3) is reached. The details of this process can be found in [10] and [6].

3 Images Used

The error budget evaluation was carried out on the basis of two synthetically generated image data sets. One data set comprises of PIV standard images made public by the Visual Society of Japan where the underlying flow field was calculated using LES [9]. These images are hereinafter abbreviated with VSJ. The parameters of these images can be found in Table 1 and the details of these images are thoroughly described in [9] and [10].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>7.4</td>
<td>15</td>
<td>0.017</td>
<td>4 000</td>
<td>5</td>
<td>1.4</td>
</tr>
<tr>
<td>02</td>
<td>22.2</td>
<td>45</td>
<td>0.058</td>
<td>4 000</td>
<td>5</td>
<td>1.4</td>
</tr>
<tr>
<td>03</td>
<td>2.5</td>
<td>5</td>
<td>0.006</td>
<td>4 000</td>
<td>5</td>
<td>1.4</td>
</tr>
<tr>
<td>04</td>
<td>7.4</td>
<td>15</td>
<td>0.017</td>
<td>10 000</td>
<td>5</td>
<td>1.4</td>
</tr>
<tr>
<td>05</td>
<td>7.4</td>
<td>15</td>
<td>0.017</td>
<td>1 000</td>
<td>5</td>
<td>1.4</td>
</tr>
<tr>
<td>06</td>
<td>7.4</td>
<td>15</td>
<td>0.017</td>
<td>4 000</td>
<td>5</td>
<td>0.0</td>
</tr>
<tr>
<td>07</td>
<td>7.4</td>
<td>15</td>
<td>0.017</td>
<td>4 000</td>
<td>10</td>
<td>4.0</td>
</tr>
<tr>
<td>08</td>
<td>7.4</td>
<td>15</td>
<td>0.170</td>
<td>4 000</td>
<td>5</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Table 1: Characteristic parameters for the generation of the synthetic VSJ images. Variations from the default settings are marked in bold. The Table was taken from [10].

An example image (VSJ_01), the flow field and the upper left corner of the entire image set can be found in Fig. 2. Since the VSJ images experience a lack of completeness with respect to for example the grad fineness of the time difference $\Delta t$ between image pairs expressed as the average displacement (Av. disp.) in Table 1, it was decided that a second set of synthetic images should be generated based on LES calculations. These images would simulate image pairs created for isokinetic conditions in a square channel for a mixing experiment [2], [3] and [6], where OF should be applied. In these experiments two streams of water with equal or different density initially separated by a splitter plate interact downstream from the tip of this plate. The second set of images was generated using the EUROPIV Synthetic Image Generator [8].
Figure 2: Example of the synthetically generated VSJ standard image 01 a), the underlying velocity field b) and a 50x50 pixel\(^2\) region of the upper left corner of VSJ images 01 through 08.

Overall, we generated 20 different image pairs (GEM_09 through GEM_28) and the main characteristics of these images can be found in Table 2. Sample image (GEM_12), the flow field and an extract of the various image distortions introduced can be found in Fig. 3. The details of the flow field in terms of the velocity components \(u\) and \(v\) are presented in Fig. 6.

<table>
<thead>
<tr>
<th>Image No</th>
<th>Av. disp.</th>
<th>Max disp.</th>
<th>Av. out of plane vel.</th>
<th>No. of particles</th>
<th>Av. part diameter</th>
<th>Std diameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>09</td>
<td>2.6</td>
<td>4.0</td>
<td>0.0485</td>
<td>6'000</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>5.3</td>
<td>7.2</td>
<td>0.0970</td>
<td>6'000</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>7.9</td>
<td>10.1</td>
<td>0.1455</td>
<td>6'000</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>10.6</td>
<td>14.3</td>
<td>0.1940</td>
<td>6'000</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>13.2</td>
<td>17.3</td>
<td>0.2425</td>
<td>6'000</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>15.9</td>
<td>20.1</td>
<td>0.2910</td>
<td>6'000</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>21.2</td>
<td>27.1</td>
<td>0.3880</td>
<td>6'000</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>16 - 28</td>
<td>10.6</td>
<td>14.3</td>
<td>0.1940</td>
<td>6'000</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2: Characteristic parameters for the generation of the synthetic GEM images.

For all of the images, the generation parameters, (i.e. number of particles, particle mean diameter etc.) were kept constant. For the first subset of images (GEM_09 through GEM_15), we systematically varied the time difference \(\Delta t\) between image pairs, resulting in mean pixel displacements ranging from 2.5 to 21.2 pixels. Image GEM_12, with an average displacement of 10.6 pixel, is regarded as the base image to which different types of distortions were added. For a second subset (GEM_16 through GEM_19), we degraded the images by the superposition of 10, 20, 40 and 60 % Gaussian noise, Fig. 3 c) and in a third
subset (GEM_20 through GEM_23) we blurred the central region of the flow using different Gaussian filters to mimic optical distortions caused by refractive index variations between the upper and the lower part of the flow [6]. A more detailed image of this blurring is pictured in the upper row of Fig. 4. Finally, in a fourth sub set of images (GEM_24 through GEM_28), we introduced local intensity variations common in PIV recordings. Image GEM_24 contains a large bright spot, image GEM_26 contains a double left-right brightness undulation, GEM_27 contains a linear left-right intensity variation from dark to bright and finally image GEM_28 contains a left-right intensity variation with additional black borders at the top and bottom, simulating the masking of test section components.
4 Intensity Normalization

In contrast to the correlation based PIV technique which relies to a lesser extent on the brightness of the particle patterns, the OF method might experience considerable distortions arising from either changes in refractive index between the upper and lower stream or by local intensity variations quite common in PIV image sequences, Fig. 4. The influence of these distortions on the OF result will be shown in a subsequent section.

![Original image pairs](image1.png) ![Intensity normalized image pairs](image2.png)

Figure 4: Result of the intensity normalization applied to images of the second batch of synthetic images with the refractive index type of distortion in the developing zone of the mixing layer (GEM_22) and a local brightness variation from left to right and right to left (GEM_27).

To cope with the brightness variations, the intensity of the images were normalized prior to the application of the OF method with a digital filter sequence inspired by a method and filters described in [7]. The details of the algorithm can be found in the appendix and the effect of this method is pictured in Fig. 4.

5 Error Quantities

We computed the displacement and the angular errors as quantitative error measures. In general, the two dimensional velocity vector \( \mathbf{V} \) is denoted with \( \mathbf{V} = \{u(i,j), v(i,j)\} \) and the magnitude of \( \mathbf{V} \) was calculated accordingly \( |V(i,j)| = \sqrt{u^2 + v^2} \). The indices ‘e’ and ‘t’ depict the estimated values (according to either the optical flow or the PIV calculations) and the ‘true’ value which is provided by LES calculations, respectively. To condense the error budget into a single numerical value, the average absolute magnitude error \( |V|_{a,m} \) is calculated with:

\[
|V|_{a,m} = \frac{1}{m \cdot n} \sum_i \sum_j (||V_e(i,j)|| - |V_t(i,j)||) \quad \text{[pixel/frame]} \tag{4}
\]

and the average relative magnitude error \( |V|_{r,m} \) accordingly:

\[
|V|_{r,m} = \frac{|V|_{a,m}}{\frac{1}{m \cdot n} \sum_i \sum_j (|V_t(i,j)||)} \cdot 100 \quad \text{[%]} \tag{5}
\]

to account for the different average pixel displacements in the VSJ image series (Table 1) according to the suggestion in [10]. Following a suggestion in [1] we additionally calculated the average angular
\[ \psi_{a,m} = \frac{1}{m \cdot n} \sum_i \sum_j \arccos \left( \frac{u_{i,j} + v_{i,j}}{|V_{i,j}|} \right) \]  \[6\]

### 6 Results

For the OF code assessment, the VSJ images 01 through 08 were used to apply the OF method as well as the standard cross correlation based PIV method for comparison purposes. The PIV analysis was performed with DaVis 7.2.2.426 from LaVision using a multi pass approach with decreasing interrogation window sizes starting with 64x64 reduced down to 16x16 with 50% overlap. Using an image size of 256x256, this results in a final velocity field on a grid of 32x32. Trying to mimic the OF conditions described in [10], we used 5 pyramid levels (PL) and 9 scale levels (SL). The smoothness parameter was set to \( \alpha = 0.3 \) which corresponds to \( \alpha^2 = 0.09 \), which is almost ten times larger than the corresponding value of \( 7 \cdot 10^{-3} \) reported in [10]. The cut-off frequency of the Gaussian filter was linearly varied over the SL in the range \([\pi/2 \pi]\). Applying eq. (4) and eq. (5) to the PIV and OF velocity field results in an absolute and relative error measure for the entire field, Fig. 5.

![Figure 5](image-url)

**Figure 5:** Average absolute magnitude error \(|V|_{a,m} \text{ a)}\) and average relative magnitude error \(|V|_{r,m} \text{ b)}\) for the VSJ images 01-08. Comparison of the results presented in [10] with own OF and PIV calculations.

Overall, our OF results correspond very well with the OF results reported in [10]. There are some minor differences between our results and Ruhnau’s such as the Ruhnau’s method being consistently better in predicting the velocity field for images 03-08, while our calculations being better at predicting the velocity field for images 01-03. Additionally, the errors from our OF results and our PIV results are almost identical for images 04-08. Our OF method, however, decreased the absolute and relative error compared to PIV for images 01-03. It should be noted that even though the absolute error for VSJ image 03 is comparable to images 01 and 04-08, the reason its relative error so much higher than those images is because its average particle displacement is much lower, scaling its relative error upwards to reflect that.

The details of the original as well as the calculated flow field for the second set of GEM images can be found in Fig. 6 in terms of the velocity components \( u \) and \( v \) for image GEM_12. It should be noted that the entire velocity field is almost completely dominated by the velocity component \( u \), the velocity ratio being \( u/v \approx 120 \). The OF calculations were performed with \( \alpha^2 = 0.09 \), \( PL = 5 \) and \( SL = 9 \). The overall agreement between the OF and LES results is good except for the lower left corner of the OF calculation and the ability of the OF method to resolve the steep gradients in the boundary layer close to the top and bottom walls, as also depicted by the extracted velocity profiles of the \( u \) component at
Figure 6: Velocity components of the LES calculation for the mixing experiment in the test section GEMIX [3] [2] a), corresponding velocity field calculated with the OF method b) and comparison of LES and OF based velocity profiles at locations \( x = 50 \) and \( x = 200 \) pixel c).

positions \( i = 50 \) and \( i = 200 \) pixel, Fig. 6 c) mark A.

For the present implementation of the code, \( \alpha^2 \) is constant throughout the entire image; thus, neglecting local features of the flow such as strong velocity gradients in boundary layer zones. Consequently, the assessment of \( \alpha^2 \) with respect to a global error measure such as \( |V|_{a,m} \) is a ‘good’ value only on average. We believe that the introduction of a position dependent \( \alpha^2 \), taking the velocity gradients from a previous calculation on a coarser scale or pyramid level into account, would considerably improve the results in regions characterized by strong velocity gradients. By lowering the numerical value of \( \alpha^2 \) in such regions and therefore accordingly lowering the impact of the smoothness constraint in eq. (3), this would allow the solution to be less ‘smooth’, i.e. more steep. The overall shape of the crosswise velocity component \( v \) is sufficiently resolved by the OF method, but the results are very noisy with large local deviations from the LES result. This might suggest making \( \alpha^2 \) not just position dependent, but also direction dependent. This is, however, subject of a refined discussion beyond the scope of this article.

To highlight the importance of image preprocessing prior to the application of the OF method, we present results for the average absolute magnitude error \( |V|_{a,m} \) (eq. (4)) and the average angular error \( \phi_{a,m} \) (eq. (6)) as a function of \( \alpha^2 \) with the intensity normalization applied and not applied to the images (GEM_24 through GEM_28, Fig. 3) with initial strong intensity variations, Fig. 7. The results for image GEM_12 is given as a reference.

Applying the intensity normalization to the images GEM_24 through GEM_28 makes the shape of \( |V|_{a,m} = f(\alpha^2) \) indistinguishably collapse onto the reference case (GEM_12) indicating (i) that the algorithm works properly, (ii) that it does not introduce artifacts and (iii) that the restored image quality competes with the original undistorted image. Increasing \( \alpha^2 \) beginning at \( 10^{-4} \) makes \( |V|_{a,m} \) decrease with a local minimum at \( \alpha^2 \approx 0.09 \) and an error budget of \( |V|_{a,m} \approx 0.3 \) pixel, the majority of which is caused by the faulty calculated velocities in the boundary layer, Fig. 6. Neglecting the velocity field boundaries in calculating the average absolute magnitude error results in \( |V|_{a,m} \approx 0.1 \) pixel, a typical error magnitude common for cross-correlation based PIV measurements. Increasing \( \alpha^2 \) further, \( |V|_{a,m} \) increases again and finally the error budget starts to level off. Interestingly, the angular error \( \phi_{a,m} \) de-
creases further beyond the optimum of $\alpha^2 \approx 0.09$ determined from $|V|_{a,m}$ error budget which contrasts to the findings of similar calculations performed for the VSJ images discussed in the next section. This is probably attributed to the fact that the GEM images are somewhat biased by the lack of crosswise velocity content, (compare Fig. 2b to Fig. 3b). Not applying the intensity normalization results in $|V|_{a,m} = f(\alpha^2)$ shapes which considerably deviate from the reference case (GEM_12) indicating that the local image intensity variations considerably violate the constant intensity assumption used to derive the brightness transport equation (eq. (1)) and even the relaxed formulation of the problem (eq. (3)) for which the brightness changes are to be minimized.

In a similar manner as in Fig. 7, we present the results of the $\alpha^2$ variation for the other batches of images in Fig. 9 in a compact graphical form to discuss the influence of $\Delta t$ between image pairs (a to d), the noise level (e and f), the number of particle (g and h), the size of the particles (i and j) and the blur level (k and l), the lattermost mimicking possible optical distortions caused by refractive index variations. The reference images VSJ_01 and GEM_12 appear with an increased line thickness. The main difference between the aforementioned VSJ and GEM type of images is the shape of angular error budget $\psi_{a,m}$.

Whereas $\psi_{a,m}$ decreases for the GEM type of images further beyond the optimum of $\alpha^2 = 0.09$ determined from $|V|_{a,m}$ error budget which contrasts to the findings of similar calculations performed for the VSJ images discussed in the next section. This is probably attributed to the fact that the GEM images are somewhat biased by the lack of crosswise velocity content, (compare Fig. 2b to Fig. 3b). Not applying the intensity normalization results in $|V|_{a,m} = f(\alpha^2)$ shapes which considerably deviate from the reference case (GEM_12) indicating that the local image intensity variations considerably violate the constant intensity assumption used to derive the brightness transport equation (eq. (1)) and even the relaxed formulation of the problem (eq. (3)) for which the brightness changes are to be minimized.

In a similar manner as in Fig. 7, we present the results of the $\alpha^2$ variation for the other batches of images in Fig. 9 in a compact graphical form to discuss the influence of $\Delta t$ between image pairs (a to d), the noise level (e and f), the number of particle (g and h), the size of the particles (i and j) and the blur level (k and l), the lattermost mimicking possible optical distortions caused by refractive index variations. The reference images VSJ_01 and GEM_12 appear with an increased line thickness. The main difference between the aforementioned VSJ and GEM type of images is the shape of angular error budget $\psi_{a,m}$. Whereas $\psi_{a,m}$ decreases for the GEM type of images further beyond the optimum for $|V|_{a,m}$ we find the minimum in $\psi_{a,m}$ for the VSJ images coincide with the $|V|_{a,m}$ minimum. This can most likely be attributed to the lack of crosswise velocity content in the GEM images.

Increasing $\alpha^2$ puts more weight on the smoothness constraint resulting in flow fields with lower velocity gradients which preferentially optimizes the resulting velocity field in the $u$ direction. From the results with the $\Delta t$ variation (a to d) we can conclude on the basis of $|V|_{a,m} = f(\alpha^2)$ functions that the OF method preforms best with small $\Delta t$. This can be explained by making use of the correlation concept. The minimizing velocity field $(u(i,j), v(i,j))$ (eq. (3)) maximizes the correlation $\rho_{II} = \sum I_1(i + u\Delta t, j + v\Delta t) \cdot I_0(i, j)$ between the two images, i.e. the intensity of the second image at locations $(i + u\Delta t, j + v\Delta t)$ is supposed to be similar to the location $(i, j)$ of the first image since it was ’moved’ from there. Underlying both image sets is a third, non-zero, out-of-plane velocity component. These out-of-plane velocities can on one hand move previously illuminated particles out of the ‘light sheet’ and on the other hand move new particles into the light sheet which were previously not visible.
Figure 9: Error measure $|V|_{a,m}$ and $\psi_{a,m}$ as a function of $\alpha^2$ depicting the influence of $\Delta t$ between image pairs (a to d), the number of particle (e and f), the size of the particles (g and h), the noise level (i and j) and the blur level (k and l).

Consequently, even for a perfect velocity field, the correlation $\rho_{II}$ will never reach unity. Increasing $\Delta t$ increases the effect of the out-of-plane velocity, resulting in an overall de-correlation between the two images, which is, conversely reflected by the error budget $|V|_{a,m}$. This is shown in Fig. 8 where the velocity field on the different PL and SL was used to ‘move’ the particle intensities in the original sized images with subsequent $|V|_{a,m}$ calculations. Besides using this method to track the progress and success of the OF method, the discussion of which is beyond the scope of this article, we find for the final correlation strength on PL1 the previously described dependence on image pair separation $\Delta t$.

For the noise level dependence of the results (e and f) as well as for the blur level (k and l) we find a remarkable resistance to noise up to levels of 40%. Even for the strongest blurring, the calculation remains unaffected, rendering the OF method suitable for even delicate recordings in demanding environments. The number of particles (g and h) seem less important than stated in [10] although the slightly better performance of VSJ_01 seems to indicate an optimum number density. A more detailed discussion must be postponed until more systematic calculations with varying particle numbers are available. Also the particle size seems to have a minor importance on the result. The remaining differences might be attributed to the fact, that VSJ images 01 to 03 and 04 to 08 seemed to be generated with different initial seed numbers for the initialization of the random number generator for the distribution the particles resulting in two distinct different batches of images as can be seen in Fig. 2 c) where the upper left corner of the VSJ images was enlarged. Therefore, the questions whether the differences just discussed are subject to physical properties such as particle size or the different particle distributions between batches must be left open.

### 7 Conclusions and Outlook

Parameter studies were performed with applying the optical flow technique to synthetically generated PIV-type images to assess the influence of the (i) preprocessing filters homogenizing different types of local intensity variations throughout the recorded images and (ii) the smoothness weighting factor on the error budget of the calculated velocity field. The error budget evaluation was carried out on the basis of two data sets. One data set comprises PIV standard images published through the Visual Society of
Japan (VSJ) and the other data set was generated in house (GEM). The overall error budget for the VSJ images was in good agreement with previously published results. However, the detailed discussion of the OF based velocity field for the GEM images revealed some weaknesses of the code when applied to strong velocity gradients, particularly in boundary layers. This flow situation acts counter towards some extent the smoothness constraint (neighboring vectors have similar velocities) necessary to solve the brightness transport equation. To overcome this weakness, it is suggested for future applications to introduce a position and possibly also direction dependent smoothness parameter $\alpha^2$ weighing the smoothness constraint according to the velocity gradients. The systematic variation of $\alpha^2$ revealed the importance of an appropriate intensity normalization of the images prior to the OF application since the local intensity variations would otherwise considerably violate the constant intensity assumption used for the derivation of the brightness transport equation. The error budget for images with properly applied intensity normalization compete with undisturbed reference images. It was shown that the shorter the time difference ($\Delta t$) between image pairs, the smaller the error budget calculated, leading to the recommendation that the OF method performs best for small pixel displacements between images.
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Appendix

The intensity normalization sequence consists in the following steps:

1. A sliding normalization filter (SMF) is applied to the image: \( I_{smf}(i, j) = SMF \{ I(i, j) \} \)
2. The difference between the original image and \( I_{smf}(i, j) \) is calculated: \( I_{diff}(i, j) = I(i, j) - I_{smf}(i, j) \)
3. A strict sliding maximum filter (SSMF) is applied to the original image: \( I_{ssmf}(i, j) = SSMF \{ I(i, j) \} \)
4. The ratio between the maximum mapping intensity \( I_{map} \) (usually it applies \( I_{map} = 1 \)) and \( I_{ssmf}(i, j) \) is calculated: \( I_{ra}(i, j) = I_{map}/I_{ssmf}(i, j) \)
5. And the resulting normalized image can thus be calculated from: \( I_{n}(i, j) = I_{diff}(i, j) \cdot I_{ra}(i, j) \)
6. Finally, gray-scale intensities \( I_{n}(i, j) \) below 0 and above \( I_{map} \) are clipped.

For an image \( I(i, j) \) with the coordinate origin in the lower left corner, the sliding minimum filter calculates a local minimum over a defined scale length \( l_{s} \) in a four step procedure according to the following algorithm:

- For all \( j \in [1 \text{ to } m] \) do \( I_{min} = I_{avg}(1, j) = I(1, j) \)
  - For all \( i \in [2 \text{ to } n] \) do
    * if \( I(i, j) > I_{min} \) then \( I_{min} = \frac{l_{s}/2-1}{l_{s}/2} I_{min} + \frac{1}{l_{s}/2} I(i, j) \)
    * else \( I_{min} = I(i, j) \)
    * \( I_{avg}(i, j) = \frac{l_{s}-1}{l_{s}} I_{avg}(i-1, j) + \frac{1}{l_{s}} I_{avg}(i, j) \)

- For all \( j \in [1 \text{ to } n] \) do
  - For all \( i \in [(m-1) \text{ to } 1] \) do
    * \( I_{avg}(i, j) = \frac{l_{s}-1}{l_{s}} I_{avg}(i+1, j) + \frac{1}{l_{s}} I_{avg}(i, j) \)

For all \( i \in [1 \text{ to } m] \) do

- For all \( j \in [2 \text{ to } n] \) do
  * if \( \{ I_{avg}(i, j) < I_{avg}(i-1, j) \} \) then \( I_{avg} = \frac{l_{s}/2-1}{l_{s}/2} I_{avg}(i-1, j) + \frac{1}{l_{s}/2} I(i, j) \)
  * else \( I_{avg}(i, j) = I(i, j) \)

- For all \( j \in [1 \text{ to } n] \) do
  - For all \( i \in [(m-1) \text{ to } 1] \) do
    * \( I_{avg}(i, j) = \max \left\{ I_{avg}(i, j), \frac{l_{s}-1}{l_{s}} I_{avg}(i+1, j) + \frac{1}{l_{s}} I_{avg}(i, j) \right\} \)

For all \( i \in [1 \text{ to } m] \) do

- For all \( j \in [2 \text{ to } n] \) do
  * \( I_{avg}(i, j) = \max \left\{ I_{avg}(i, j), \frac{l_{s}-1}{l_{s}} I_{avg}(i, j-1) + \frac{1}{l_{s}} I_{avg}(i, j) \right\} \)

For all \( i \in [1 \text{ to } m] \) do

- For all \( j \in [(n-1) \text{ to } 1] \) do
  * \( I_{avg}(i, j) = \max \left\{ I_{avg}(i, j), \frac{l_{s}-1}{l_{s}} I_{avg}(i, j+1) + \frac{1}{l_{s}} I_{avg}(i, j) \right\} \)