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Abstract

Two shadow sizing codes have been compared using (A) an ideal test target with step-shaped
boundary gradients, (B) recorded images of this test target, (C) images taken from a prefilming
airblast atomizer and (D) a dense spray dispersed in a carrier gas. The two codes under consideration
are an in-house code from the Institute of Thermal Turbomachinery (ITS) and DaVis-SizingMaster
Shadow from LaVision. The results of both codes are compared with respect to the number of
detected particles, the count mean diameter D(1,0) and the Sauter mean diameter D(3,2). From
the target tests it was found that the lower resolution limit of the ITS code enables the detection
of particles represented down to one pixel, whereas for the DaVis-code – in line with the technical
specification from LaVision – the lower resolution limit corresponds to particles having a diameter of
3 pixels. The results obtained for the case of the airblast atomizer demonstrate a similar detectability,
i.e. the number of detected particles in one picture is the same for both codes for low, medium and
dense sprays cases. Furthermore, the calculated droplet size distributions are in good agreement
with each other, indicating size independent detectability. For the measurements of droplet size
distributions in the spray, the count based as well as the cumulative volume size distributions based
on the ITS and the DaVis code agreed very well.

1 Introduction

The increasing availability of commercial image analysis software for aerosol characterization
by means of shadow sizing for spherical as well as irregular shaped particles during the past
few years necessitates a comparison of the capabilities and reliability of the different codes.
In the present investigation, the performance and limitations of two shadow sizing codes for
the analysis of shadowgraphy pictures have been tested in a joint research project between the
Laboratory for Thermal-Hydraulics (LTH) at the Paul-Scherrer-Institute, Switzerland, and the
Institute of Thermal Turbomachinery (ITS) at the University of Karlsruhe. The two codes under
consideration are the commercially available DaVis-SizingMaster Shadow code (V7.2.1) from
LaVision (Berg et al. 2006), and an in-house code from the ITS (Müller et al. 2005, Müller et
al. 2006) and (Richter et al. 2006).

2 Experimental Procedure

The comparison is based on three different test cases. The first, type A test uses a generic
test target consisting of 26 rows of 76 dots, each row alternately consisting of increasing or
decreasing sized dots. The resulting image is representative of a typical shadow image of a
spray, but where number, position and particle diameter are known a priori, Fig. 1, left. The
test target was drawn using a graphics program script, with the resulting TIFF image having
step-shaped, sharp boundary gradients – simulating an ideal test environment. From this image,
a physical test target – type B test – was printed in 5050 DPI on an offset film which was
subsequently placed in the focal plane of the recording system, Fig. 1 right. For the synthetic
target, the diameters of the opaque disks on each line range from 1 to 76 pixels, in 1 pixel



Figure 1: Synthetic calibration target with 76 particles in each of the 26 rows (left) and image
of the printed and recorded calibration target (right).

increments. With the magnification of the recording system, the disk sizes range from 0.19
to 14.67 pixels on the recorded image, in 0.19 pixel increments, therefore, one pixel on the
recorded image corresponds to 25.907 μm on the target; the disk diameters on the target range
from 5 to 380 μm. Both test cases contain 26 disks in each of the 76 size classes for a total of
1976 points. Henceforth, in this test case only the target and analysis codes are considered. The
recorded target accounts also for imperfect recording conditions with respect to inhomogeneous
background illumination, lens aberrations and diffraction limited smooth gradients between
particle and background. For the optical setup under consideration, only the near forward scatter
light contributes to the shadow image. Shadow images of liquid droplets or opaque disks are
thus very similar (Blaisot and Yon 2005).

The second test was conducted with shadow images recorded from the open jet of a prefilm-
ing airblast atomizer, (Müller et al. 2006), to asses the performance of both codes for nearly
optimal situations with most droplet content within the focal plane – type C test. In contrast to
this, in a fourth test, droplet sizes have been measured at different positions in a very dense spray
generated by a two fluid atomization, air-assist, full cone spraying nozzle. This setup is char-
acterized by strong optical distortions on both the illumination as well as on the recording side
caused by the dense spray, which degrades the image quality considerably – type D test. Finally,
the latter droplet measurements are compared with complementary phase-Doppler anemometer
(PDA) measurements for the same conditions. The operation principles of the PDA system can
be found in (Albrecht et al. 2003). For details of the PDA setup see (Kapulla et al. 2007).

3 Analysis Procedure

In general, the analysis of images is a 4-stage process. The first step consists of image pre-
processing operations, the second in separating the objects from the background and detect-
ing the different objects in each picture, the third step in calculating the droplet size and the
fourth step in different filter operations for the particles detected. These steps will be elab-
orated on for the DaVis- and ITS-code. The raw pictures treated with DaVis-SizingMaster
are filtered with a 3 × 3 median filter to reduce noise and to maintain the boundary gradi-
ents between object and background. For experimental images, the illumination of the pic-
tures is rarely uniform. The raw image, Graw, is therefore subtracted pixel by pixel from
a reference image, Gref , and the resulting image, Ǵ, is called the inverted image, since the
formerly dark droplet shadows now appear in white. This image inversion applies for the
type D tests. If weak or no background inhomogenities are present in the image, one has
to use a homogeneous white image as a reference, since the treatment with a reference im-
age is mandatory within the DaVis software because the further analysis steps necessitate in-
verted images. The treatment with a homogeneous white reference image applies for type A
to C tests. To separate the objects from the background, the DaVis software uses a simple,
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Figure 2: Local segmentation used by the DaVis software.

user selected, global thresh-
old approach, i.e. this
pixel-based segmentation
only accounts for the gray
values of individual pixel;
the surrounding particles
are not taken into ac-
count. This global thresh-
old is the same for all im-
ages of an image series.
Since a description of the
problems arising from this
concept is beyond the scope
of this article, the reader
is referred to (Kapulla et
al. 2007). To determine the
particle size, a local thresh-
old approach is used as fol-
lows: A quadratic bound-
ing box with area F1 en-

closes each area of pixels with gray levels above the global threshold, Fig. 2. The area F1
is expanded with a user-adjustable percentage value (area-of-inter-est (AOI) expansion) and
one obtains a bigger area F2. The AOI expansions determines the proximity around the parti-
cles for which pixel intensities below the global threshold values are also considered. Within
areas F2 the local maximum, gi,max, and minimum, gi,min, gray values are determined. For
the local segmentation, two user selected local thresholds (low level threshold and high level
threshold) are used. For the object content segmented with the local high level and low level,
two circles with radii rl and rh are approximated and the particle diameter is calculated from
dp = rl + rh, i.e. with this method (i) information below the global threshold is also used to
determine the particle diameter and (ii) the mean relative position with respect to the individual
particle contrast is always the same.
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Figure 3: Qualitative contrast modulation as a function of parti-
cle size in conjunction with the relative position between particle
representation and a fixed threshold-level.

In contrast to the DaVis
program, the Matlab based
ITS-code expects raw im-
ages with an already ho-
mogeneous background as
input, i.e. the particle
shadows appear black on
a bright background. The
global threshold is deter-
mined individually as 80 %
from the median of the gray
level histogram for each
image. This 80 % value can
be adjusted appropriately.
Since the ITS-code uses the
global threshold not only to
distinguish between objects
and background, but also
for object edge detection,
an error occurs in the size

calculation. With a fixed threshold, this error is caused by the particle-size-dependent relative



position between particle representation and the threshold-level, Fig. 3, in conjunction with the
particle-size dependent contrast modulation. With a fixed threshold-level, small particles with
a weak contrast to the background will be measured too small, whereas larger particles with a
strong contrast will be measured too large. This makes a calibration mandatory, i.e. based on
calibration targets covering the size range of interest, Fig. 1, the difference between measured
and true diameter of the particles must be corrected.

4 Results

4.1 Target Tests

The target tests type-A and -B are used to (i) determine the number of detected particles in
each size class (ideally 26) and therefore to quantify the lower resolution limit of the codes.
The RMS-value, (ii), within one size class quantifies the precision up to which one code can
determine the size. And (iii) the particle-size-dependent deviation of the measured size from
the nominal size allows an assessment of the overall precision and, consequently – for the ITS-
code – for the correction of the results as explained above and for the DaVis-software for a
re-adjustment of the local thresholds. These results from the target tests can be found in Fig. 4.

The number of detected particles as a function of the particle diameter for the synthetic and
the recorded target can be found in Fig. 4 a) and b). It is to say that, (i) the y-axis for both
graphs just show the low size class range. Furthermore, (ii), as the synthetic calibration slides
only contain the gray scale values 0 and 255 and the gradients at the edges of the particles are
accordingly steep, the different settings of the global thresholds in both programs have no in-
fluence on the particle-detection capabilities. For the type-A test it was found that the DaVis
software starts to detect particles with a diameter of 3 pixel – in line with the technical speci-
fication of LaVision – and the nominal number of particles within each size class, i.e. 26, are
counted from size class 5 and above. With one pixel corresponding to an area of 26 μm2, the
same holds for the DaVis-based results for the recorded target. In contrast to this, the ITS-codes
also permits the measurement of the smallest possible particles represented by just one pixel.
The RMS-value within one size class as a function of particle diameter can be found in Fig. 4
c) and d) for the synthetic and the recorded target. The relatively high RMS-value of up to 0.4
pixel for the synthetic target for small particle diameters which levels off for larger particles
irrespective of the code used, does not indicate a weakness of the codes, but instead indicates
a shortcoming of the target generation process. Disks with the same diameter are not always
drawn with the same number of pixels for the same circle area; this becomes less severe for
larger particles. For both codes, this results in different calculated diameters for disks in one
size class and causes a high RMS-value. One would expect RMS- values of 0.1 pixel, (Brand
and Mohr 1994), which is in fact found for the DaVis-based results from the recorded target
(0.1 pixel corresponds to 2.6 μm). The ITS-code also shows a good RMS-value of 3 μm for
the medium-sized particles, whereas the RMS-values for smaller and larger particles located
preferentially on the left and right side of the target, Fig. 1, increases considerably. The reason
for this behavior is based on remaining weak uncorrected background intensity inhomogenities
on the left and right side of the image caused by the recording situation. These inhomogenities
were eliminated and the re-calculated RMS-value presented in Fig. 4 d) are slightly below
those calculated for the DaVis code. Since the DaVis software uses a second local segmentation
step for the particle size calculation and additionally uses local background information, it is
more robust with respect to weak background inhomogenities compared to the ITS-code. The
deviation of the detected particle diameter from the nominal particle diameter can be found in
Fig. 4 e) and f). For the DaVis-based results and the synthetic image, the deviation for the
smallest particles is small and approaches quickly zero for increasing particle diameters, i.e. an
excellent agreement between measured and nominal diameter is found, Fig. 4 e). The results
for the ITS-code show a systematical error of +0.6 pixel, independent of diameter. This devia-
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Figure 4: Results from the synthetic (left) and recorded (right) target tests.

tion is due to the higher threshold of 80 % instead of 50 %, which cuts the step-edge intensity
profile 30 % too high, which corresponds to +0.3 pixel along the radius. For the recorded cal-
ibration target, Fig. 4 f), the ITS-code based results underlie the single-segmentation approach
of the code. As already explained above, small particles are measured too small, whereas larger
particles with a strong contrast are measured too large. Aiming to improve this deviation and
using a global threshold of 50 % instead of 80 % simply shifts the ITS result vertically without
altering the shape of the graph. This method has the disadvantage that the smallest particles
with contrasts which do not exceed the 50 % threshold will be lost. To solve this problem,
Fig. 4 f) must be used as a calibration and the results must be corrected accordingly. For the
recorded calibration target, the DaVis-software with default local thresholds of 40 and 60 %
systematically detects the particles too small, Fig. 4 f). The local thresholds were set to 40 %



and 60 %, respectively, expecting to catch the ´true´ diameter close to the 50 % threshold level,
as was done for the 50 % threshold test with the ITS code above. This is in fact true for the disks
on the synthetic target, but not for the boundary gradient containing disks of the recorded target.
For the recorded target, values of 35 % and 55 % – implicitly expecting the ´true´ diameter at
the 45 % level – are more appropriate, Fig. 4 f). It is expected that these values can not be
generalized and that the appropriate local threshold adjustment is highly dependent on the setup
and, therefore, must be determined in-situ for each experiment with a calibration target.

4.2 Prefilming Atomizer Tests
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Figure 5: Number of detected particles for five differ-
ent operating points of the airblast atomizer tests.

For the five selected shadow images
taken from different operation point of
a prefilming airblast atomizer, the num-
ber of particles detected on each im-
age are presented in Fig 5. From the
calibration target tests, different lower
resolution limits were found for the
DaVis-software and the ITS-code, re-
spectively. We therefore present – on
one hand – the raw results as plain bars
and – on the other hand – the normal-
ized results where particles with diam-
eters below 3 pixel and above 25 pixel
were neglected, i.e. both codes cover
the same size range, with hatched bars.
The former tests are referred to as raw
results, the latter referred to as filtered
results. For the raw results, the ITS-
code always counts more particles com-
pared to the DaVis code and for image
number 3 to 5, considerably more parti-
cles.
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Figure 6: Shadow images used to test ITS- and
DaVis-code (left) and corresponding cumulative vol-
ume distribution as a function of particle diameter
(right).

Since the ITS-code lowest resolution
is below the DaVis-software limit, these
particles are preferentially small. For
image number 5 for example, the ITS-
code counts ≈ 4000 particles whereas
the DaVis software counts ≈ 1000 par-
ticles. These small particles have a pro-
nounced effect on the number but not
on the overall volume of the particles
which, for the case of the prefilming
atomizer tests, is dominated by larger
particles. For the filtered results, the
huge difference between ITS-code and
DaVis-software vanishes and the num-
ber of detected particles is compara-
ble irrespective of the image used. Us-
ing the filtered results, it is possible
to calculate the cumulative volume dis-
tribution as function of particle size,
Fig. 6. For image 1, both codes calcu-
late nearly identical results whereas the



size distribution for image 3 differs due to some larger particles detected by the ITS-code, but
not from the DaVis-code. Since larger particles contribute a large volume this becomes imme-
diately apparent in the cumulative size distribution. The higher detectability for the ITS code is
caused by elliptical ligaments formed in the vicinity of the prefilming surface.

4.3 Spray tests

The spray tests were performed through plane glass windows at three different vertical posi-
tions in a cylindrical Perspex tube with an inner diameter of 500 mm. The coordinate system
has its origin in the symmetry-axis of the test section. The droplets are generated by means of
a twin-fluid atomization, air-assist, full cone spraying nozzle projecting upwards in the axis of
the test section. The spraying nozzle orifice is located 1.6 m below the measurement position.
The droplets generated are transported by a carrier gas through the test section. The cumulative
volume distributions measured by means of shadowgraphy and a phase-Doppler anemometry
system (PDA) plotted for two horizontal positions (P000 and P200) in Fig. 7. The Shadowg-
raphy results were analyzed with the DaVis- as well as with the ITS-code. For the DaVis- and
ITS-code based results there is an excellent agreement for the cumulative size distributions as
well as for the derived count mean diameter, D(1, 0) and the Sauter-mean diameter, D(3, 2),
irrespective of the horizontal position, Fig. 7 a) and b), and irrespective of the droplet-size-
distributions generated (not shown). Additionally, for the in-axis position (P000), we find a
good agreement with the PDA-based results, whereas there is a considerable difference for the
outer positions which is especially reflected by the Sauter-mean diameter, Fig. 7 d).
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Figure 7: Cumulative volume distribution at two horizontal measurement positions measured
by means of Shadowgraphy and PDA, a) and b), and resulting count mean diameter, D(1,0),
and Sauter mean diameter, D(3,2) based on DaVis- and ITS-code as well as on PDA data.



5 Summary

The performance of two image analysis software for aerosol characterization using shadowg-
raphy images was compared with four different tests. From the target test it was found that
the lower resolution limit of the ITS-code permits the measurement of even the smallest pos-
sible particles of one pixel, whereas for the DaVis-software the lowest particle detection limit
amounts to particles with a diameter of three pixel. With the recorded calibration target it was
demonstrated, that the ITS code is less robust with respect to background inhomogenities com-
pared with the DaVis-software and that the local threshold-adjustment in the DaVis-software
necessitates the use of calibration targets to adjust for the correct particle diameters. Limit-
ing diameters to the same dynamic range for the two codes, a good agreement for the number
of detected particles could be achieved for the prefilming airblast atomizer images. The cu-
mulative size distribution for low-density shadowgraphy images is excellent, whereas this size
distribution for high density images differs considerably. The spray based results demonstrate
an excellent agreement for the DaVis- and ITS-based results with respect to the cumulative vol-
ume size distribution as well as for the count mean and Sauter-mean diameter. The agreement
with PDA-based results show a strong position bias, i.e. the comparison in the axis of the test
section is good, whereas one finds considerable differences for out-of-axis positions.
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